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Abstract — In this paper, the seminal method proposed by Abraham Leamklacob Ziv, aimed at the complexity analysis
of a single symbolic sequence, was modified to compare sitiéla between two sequences. This modification allowed the
creation of a new criterion which can replace likelihoodam® pattern recognition applications. Moreover, to allowdnalysis
and comparison of multivariate continuously valued patewe also present a simple adaptation of the Lempel-Ziethod to
time-sampled signals. To illustrate the usefulness oftipesposed tools, experimental results are presented dth¢era signal
detection.
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1 INTRODUCTION

In 1976, A. Lempel and J. Ziv [1] proposed an approach for demity analysis of symbol sequences. An important aspect
of their approach is the lack @ priori with regard to the source of symbols, which clearly consragith the measurement
of (source) Shannon entropy [2]. Though they are concepgtd#ferent measures, it was shown that [3], under ergagici
conditions, Lempel-Ziv's complexity of increasingly losgmbol sequences converges almost surely to the Shannopgof
the source from which symbols are drawn.

Lempel-Ziv's (LZ) approach, latterly simplified for pracél reasons, became widely known as the compression dgorit
behind many computer programs for file compression - the-likgd' programs. We should probably credit its successgo it
universality, in other words, to its lack afpriori. Nevertheless, it should also be highlighted that zip-fikegrams are just the
“tip of the iceberg,” for compression is just a single offisgrof the elegant theory presented in [1].

Indeed, compressionis a consequence of redundancy rerandakip-like” programs aim at finding redundancies inains
of symbols, regardless of what they represent (e.g. teutipavideo). These redundancies may even be gathered itallsd
“dictionary”, whose content corresponds to unique nonayping segments of the analyzed sequence of symbols. hiédtit
though that the idea of an explicit dictionary does not take im the original analysis method proposed in [1]. Therefthe
dictionary definition in this paper is arbitrary.

The original method by Abraham Lempel and Jacob Ziv was aiateymbolic sequence analysis, but it may be adapted to
work with sequences of numbers as well (e.g. sampled sigriadsinstance, this adaptation can be done rather stfarglardly
through simple quantization of the signal, thus mapping@dkiinto a sequence of labels (one label per quantizatiat)lew all
cases, redundancy analysis allows for:

e compression

e segmentation

e pattern recognition
e prediction

In this brief paper, we propose a new method which can be degaas a tool for pattern recognition. Signal comparison
through LZ approach is not new, though not too current in #igepn recognition scenario. One rather isolated exanipliné
extent of the authors’ knowledge), published in 1995, istbek by P. Johansen [4], in which handwritten signature awitigity
is verified (behavioural biometrics). Indeed, the asymineteasure defined in Section 3 is closely related to the idezsented
in [4]. In [5], it was clearly shown, through numeric exangl¢hat LZ complexity may replace the Lyapunov exponent as a
more precise measure of order/disorder, in spatiotempaitdrn analysis. Besides, in [6] the Lempel-Ziv-Welchoaiidnm was
successfully applied to texture (image) classification.

In spite of the above mentioned examples, we also observeZHzased signal analysis is more common in specific research
domains, such as biomedical signals [7—10], possibly dtiestmice properties of the LZ-based entropy estimatorspapared
to the plug-in method [7, 11], along with its simplicity ofeis Moreover, because LZ algorithms only process sequerfces o
symbols, thresholding and labeling are frequently appiterkal-valued signals prior to LZ analysis. Indeed, in nuases, a
single threshold is used to generate two-symbol sequeRoesstance, in [4] binary pixel attributes were used (klacwhite
pixels), and in [5] binary sequences were obtained throbghuse of two thresholding methods: an adaptive singlehbtds
for series from a pseudo-random number generator, and atfireshold, a0.5, for series generated by logistic map difference
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equations. In [8], a study of the influence of the thresha@dimethod on LZ complexity measure is presented, considering
more than one threshold (more than two symbols in resuléggiences). Unfortunately, that work does not take into @aico
multivariate signals, whose quantization is a more compiaiter.

Similarly, in [12], nine groups of signals were analysedhat pool of complexity measures, including Lempel-Ziv’'s one
Again, the simplest procedure to express multivariate sarées of dynamical data as a symbolic sequence was used s
procedure was the calculation of Euclidean distances legtwensecutive points, followed by the comparison of théstances
to their median, thus yielding two-symbol sequences.

In this paper, we address multivariate signal comparisah wiLZ-like method. To properly explain our approach, we
first present the LZ method in Section 2. In Section 3, a newlaiity measure between signals is proposed, inspired by th
complexity measure defined in [1]. In Section 4, it is showwlto use this new measure as an alternative to likelihooddase
criteria. Also in that Section, we gather some experimaesllts with vector quantization of multivariate signatsnh a public
database. These results are analysed and conclusiongseaad in Section 5.

2 The Lempel-Ziv's Method

Let s} be a sequence afsymbols drawn from a finite alphabet, Lempel-Ziv’'s complexity analysis is based on the parsing
of s7" into a minimum number of unique (with one possible exceptisequences of symbols. Though the idea of a dictionary
of subsequences is not presented in the seminal paper pedblis 1976 [1], we believe that it is a powerful point of vieor f
pattern recognition. Therefore, we define a growing di@igrof subsequence$, wheres! stands for a substring formed by
symbols from position to positionj (i < j < n). Thus, Lempel-Ziv’s algorithm can be summarized as folow

1. Setk = 1, L = 1 and start with a single element in the dictionds, }. Set a pointer to the first symbol of the sequence,
Pk = 1.

2. Increasd. by one,L < L + 1. If p, + L — 1 equalsn, then take the new subsequence of Ier@thgz”*l, as the last
parsed segment and stop the algorithm, otherwise...

3. Compare;g;“*1 (a substring of lengtli.) to every subsequence of the same length in thépﬁéﬁL’Q.
4. If this search fails:

e The subsequence is given as a new dictionary entry

P is set to the position of the next symbpl, < px. + L

kisincreased by oné;, < k + 1
L is setto zeroL + 0, and

the algorithm flow moves back to step (2).

The number of parsed substrings through this proeggs ), was proposed by Lempel and Ziv as a complexity measureréigu
1 illustrates this complexity analysis and dictionary damgion for a sequence of binary symbols.
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Figura 1: A very simple illustration of Lempel-Ziv’'s compi¢y analysis.

3 A new similarity measure for pattern recognition
In pattern recognition, a typical approach for signal dfasgion can be summarized as:
e Extract features from available signals in a training daszb

e Choose and adjust a probabilistic model (learning step).

1An alternative method was proposed in 1978 [13] to alleviagecomputational burden, in which new subsequences arparesh to subsequences of the
same length in the dictionary.
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e Asfor new signals, extract their features and compute ttoenesponding likelihood (from the learned probabilistiadel).
Then decide whether it is a new instance from the same sofisigrals or not, by comparing likelihood to a threshold.

In other words, classification is usually based on likelithoar distances which can be regarded as a simplificatiokelitiood
based criteria.

In this paper, we claim that compression rate may play a lioMas to likelihood. Considering a lossless compression
scheme, the higher the compression rate of a given sigreafjréater is the number of long segments of samples that can be
found more than once in the whole signal. In order to use cesgion rate to compare two signals, we modify the LZ algorith
to consider two series as inputs, where one of them just pieysole of “past signal”, and the other is parsed.

Letz7* andy} be two sequences af andn symbols, both drawn from a finite alphabgl, Alternatively,z* andy} may
be two sampled signals, both with samples lyingRifi. TheModifiedLempel-Ziv (MLZ) parsing procedure starts by searching
for ¢f* (initially p; = 1) insidez?". If this search succeeds; is replaced withp; + 1 and a new search is done, otherwise
the pointerp, is registered, and a new poinger < p; + 1 is created, and the searchaii for a subsequence equal/similar to
yng is done; and so on. The algorithm stops when the end a$ reached. The number of segments into whjhs parsed
is denoted by’ 1.z (y1; z7*), thus indicating that]* plays the role of a parameter 6%, .
lllustration: If 2§ = abbaab andy) = ababbaabb, the modified parsing process produceba - bbaabb. By denoting it as a
function ofy, parametrized by, we write: Csrz (y; ) = 2.

Itis worth noting that measui@,, .z (y1'; ") depends om, the length of “parametert]*. Parametet* can be regarded as
a memory of subsequences of symbols/samples, and the Ismgfememory is, the more likely we are to find longer segments
of y in x, even ify andz are generated by statistically independent sources. Teeplsocompensate for this dependency of
the proposed measur€,,.~z on m, we make an appeal to an important statement in [1], accgradirwhich the maximum
complexity measure of a sequencg, produced by an ergodie-symbol sourced is the cardinality ofA4), is m/log, (m).
This upper bound gives a clue concerning the averaged lerigtictionary items (sub-sequences of symbols) producedty
processing oft}*. That is to say thatn/ log,, (m) estimates the number of segments into whi§his parsed, by assuming an
averaged segment lengthlog,, (m).

As a result, we claim that the averaged length of segmentg dbund in z7*, given bym, is a measure of
similarity between the two sequences, but it depends.oim order to make this measure less sensitive to the lengtkiofve
divide it bylog(m) (the logarithm base is not relevant, because its changespnds to multiplying the measure by a constant
scale factor). Accordingly, we propose a new similarityerion between sequences of symbols, given by:

n m n
S(yt;=7")

- CMLZ(?J?; JCT) log(m)

(1)
and because this measure is not symmetricSi(g}; z7*) # S(z7*; y7), we finally propose a symmetric criterion, given by:

Sy, 21") = (1/2) (S(yr'; 21") + S (215 7)) 5 )
4 Experimental Results

A straightforward approach to Lempel-Ziv analysis of setpss of numeric patterns is to vector quantize it and to perfo
analysis on the resulting sequence of labels (e.g. protofyipels). Though it is indeed a straightforward solutiamaises
some nontrivial questions, such as the influence of numbgratbtypes and quantization strategy on the analysistrdsithis
preliminary paper, we do not discuss such difficult mattetsch are postponed to future works. Instead, we empisicaljust
the number of prototypeds’, through error ratio measures. Thus gathering some erap@widences concerning the usefulness
of the criterion defined in Eq. 2 for signal detection.

Experiments reported here are concerned with remote ltaadthMore precisely, we analyze signals from an acceleieme
attached to a subject under surveillance. These accelézosignals are publicly available at the UCI repository][48d was
used in [16]. In our experiments, we use only signals frombtble sensor, as if it was registered by a single smartphomeda
by the subject under medical surveillance. Moreover, wg gather three subsets of signals, corresponding to thewirit
classes:

e Class ‘patient falling’: 5 signals
e Class ‘patient lying’: 5 signals
e Class ‘patient walking’: 5 signals

Each recorded signal corresponds to a set of 3-D vectorgafady sampled measures in 3 orthogonal directions. Metails
concerning signal description and acquisition can be faand5, 16]. Here, unlike [16], we do not use context-deperide
reasoning, but a much simpler approach based on directlsigngparisons to explore LZ capabilities on signal detectio
Accordingly, the only signal processing technique appigethese multivariate signals is normalization of signakpofor each
channel (i.e. each orthogonal direction).

The experiments are carried out as follows: a single datadiileof 15, is taken as a reference. For instance, lets asthane
a signal from ‘subject falling’ is arbitrarily taken as a glia reference for ‘falling’ event. Then a second signal id@mly taken,
playing the role of an online recording during actual pdtiaonitoring. These two signals are compared, providingaesc
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A detection threshold is adjusted to the point where falgmtiee and false positive rates are the same (EER), and dra sc
from two signals from the same class is under this threslaoli@dlse negative’ event is computed. On the other hand, doaes
from two signals from different classes lies above it, aségpositive’ is computed.

In all independent experiments, only 4 recordings fromglaslking’ were scored below threshold in both approachss,
illustrated in Figure 2, from one single but representatireof the method with quantization. Therefore, we consildisrresult
as a stable one, because it remains unchanged for a wideabpgeameter values, namely: all signal quantizations igingle
K-means run, withK ranging from 8 to 23.
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Figura 2: Comparison scores and classification of acceletersignals — 30 cross-comparisons of signals from the stass,
75 cross-comparisons of signals from different classdy, 4false negative results.

5 Conclusion

In this paper, the Lempel-Ziv complexity measure, usuallyogiated to lossless compression of computer files, wak use
in a less common task: pattern recognition. A modified versiothe LZ analysis method proposed in 1976 [1] was presented
along with a new similarity measure aimed at comparing twpeaces instead of computing complexity of a single ones Thi
modified method, MLZ, uses the same simple but powerful idbedsnd the original LZ method. Likewise, the new similarity
measure uses the number of parsed segments instead ofikslitabbd based measures used in pattern recognition.

Another contribution of this work was a method for continslywalued signal analysis through LZ algorithm, based gnali
space discretization iK' prototypes, through the K-Means algorithm. By seeing diyaa instances of stochastic processes,
detection of such signals usually relies on time signaketignt, which is a critical aspect in dynamic pattern rectigmj being
sometimes explicitly imposed through Dynamic Time Warp(Bd@ W), sometimes indirectly modelled in Markov models [14]
By contrast, MLZ does not need previous time signal alignimdriherefore, in this preliminary short paper, in order tetju
illustrate the usefulness of the proposed tools, experiaheasults were presented on healthcare signal deteetitich can be
regarded as a typical problem to be modelled with stochpsticesses. Experiments yielded promising performanoesgeen
if comparisons to other “classical” strategies are not yetjed (under preparation), it does illustrate that thedamplexity
inspired criterion may indeed play the role of likelihood.

For the experiments with accelerometer signals (Heal&)camsistent detection results were obtained, with emoerenly 4
out of 105 cross-comparisons for a wide range of algorithraipaters. In all runs, the number of prototypEswas empirically
tuned, for the automatic tuning of these parameters is kst scope of this paper. Nonetheless, we noticed that thare
optimum value forK', and studying the relationship between signal statisticsagptimization could be a new interesting matter
for future research.
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